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ABSTRACT DNA recognition and targeting by transcription factors (TFs) through specific binding are fundamental in biological
processes. Furthermore, the histidine protonation state at the TF-DNA binding interface can significantly influence the binding
mechanism of TF-DNA complexes. Nevertheless, the role of histidine in TF-DNA complexes remains underexplored. Here, we
employed all-atom molecular dynamics simulations using AlphaFold2-modeled complexes based on previously solved co-crys-
tal structures to probe the role of the His-12 residue in the Extradenticle (Exd)-Sex combs reduced (Scr)-DNA complex when
binding to Scr and Ultrabithorax (Ubx) target sites. Our results demonstrate that the protonation state of histidine notably affected
the DNA minor-groove width profile and binding free energy. Examining flanking sequences of various binding affinities derived
from SELEX-seq experiments, we analyzed the relationship between binding affinity and specificity. We uncovered how histidine
protonation leads to increased binding affinity but can lower specificity. Our findings provide new mechanistic insights into the
role of histidine in modulating TF-DNA binding.

SIGNIFICANCE This study reveals the molecular mechanism for the significance of a histidine residue in the Scr Hox
protein. Our findings indicate that His-12 plays a crucial role in stabilizing the linker region of the Hox protein with the Scr
core motif by regulating the minor groove shape profile, which is essential for Hox specificity. The uniqueness of His-12 lies
in its ability to adopt two protonation states at biological pH. Our results demonstrate that the differences in behavior

between the two protonation states of His-12 not only explain its preference toward different core motifs but also provide

insights into its preference for binding of high- and low-affinity target sequences.

INTRODUCTION

In the crowded genomic environment, transcription factors
(TFs) navigate to their target DNA-binding sites and orches-
trate gene expression. Because of this important role, under-
standing the mechanisms of TF binding has been an
important research area (1-3). TFs from the same family
can adopt different binding mechanisms to bind to their spe-
cific DNA targets (4). Binding affinity is influenced not only
by the sequence preferences of the core binding motif (5)
but also by the structural elements of the protein (6), DNA
shape (7,8), electrostatics (9,10), and genomic context
(6,11). In addition to the core motifs, the flanking sequences
surrounding the core binding site have recently received
increased attention (12—15).
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Hox (homeobox) proteins, encoded by Hox genes, play
crucial roles in animal body development, such as speci-
fying embryo segmentation across species (16). Hox pro-
teins regulate diverse types of target genes, including
genes specific for a particular Hox paralog as well as genes
spanning multiple Hox paralogs. This divergence hints at
the existence of both paralog-specific and less-specific
Hox-binding sites (17). Nonetheless, the capacity for Hox
specificity is challenged by the fact that these proteins all
bind to highly similar DNA sequences (18). Distinctive
TF binding mechanisms are used by different Hox homologs
to bind to the core motifs with their preferred DNA shape
(8,19). Our study focuses on one anterior Hox protein in
Drosophila, Sex combs reduced (Scr), due to available
structures of its binding to different DNA targets (19).
When this Hox protein binds to either the Scr-preferred or
the Ultrabithorax (Ubx)-preferred sequence, a double- or
single-minimum shape, respectively, emerges in the minor
groove width (MGW) (19). This shape preference can be
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explained by contacts between two key residues of Scr, argi-
nine 3 (Arg3) and histidine-12 (His-12), with DNA in the
core motif region. These residues facilitate the shape
readout (7) of DNA by Scr to differentially bind to specific
DNA sequences in the genome (8,19). Here, we analyze
how these residues impact DNA MGW.

Histidine is an amino acid with a pK, of around 6.0 (20),
which allows this residue to assume two protonation states,
neutral or protonated, under biological conditions. When
basic amino acids, such as histidine, are surrounded by a
charged environment as present in nucleic acids, local pH
can alter their charged state (21-26). In neutral histidine,
the No1 atom can act as a hydrogen-bond acceptor. In the pro-
tonated state, both the No1 and Ne2 atoms of histidine can act
as hydrogen bond donors (20). It is crucial to consider both
protonation states because they can affect the hydrogen-
bonding patterns and electrostatics within protein-DNA in-
teractions. Given its role in regulating the binding specificity
of protein-DNA interactions, histidine is indispensable in
TF-DNA recognition (27). Using different hydrogen-
bonding capabilities and electrostatic potentials between
two protonation states, histidine affects the stability of pro-
tein-ligand interactions (28) for drug design (29), target iden-
tification (30), and drug delivery (31). Additionally, varying
the histidine protonation state can induce structural changes
in proteins and result in protein pathogenic mutations (28). In
the Extradenticle (Exd)-Hox system, positively charged
Arg3 and thymine surround His-12. The His-12 residue, in
turn, forms crucial contacts with DNA and, together with
Arg3, modulates the Hox-DNA binding affinity (19).

Although experiments exist to identify the protonation
states of protein residues (32), as yet no experimental data
on the His-12 protonation states of the Exd-Scr—DNA com-
plex are available. Moreover, detailed mechanistic studies of
the Hox-DNA complex that explain the role of His-12 in
binding are lacking. To address these gaps, we used molec-
ular dynamics (MD) simulations to answer how histidine
protonation states can affect the binding specificity of Scr
protein binding to the Scr-preferred site (PDB: 2R5Z) and
the Ubx-preferred site (PDB: 2R5Y). Utilizing data gener-
ated by systematic evolution of ligands by exponential
enrichment followed by high-throughput sequencing
(SELEX-seq) (33), we investigated how histidine proton-
ation impacts binding to the DNA core motif for DNA flank-
ing sequences of various affinities. Our mechanistic findings
can provide additional insights into the binding mechanisms
of Hox family proteins.

MATERIALS AND METHODS

Sequence selection for molecular dynamics
simulations

We simulated the DNA sequence observed in the co-crystal structure of
the Exd-Scr complex with the Scr-preferred core binding motif (PDB:
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2R5Z) and the Ubx-preferred core binding motif (PDB: 2R5Y). These
co-crystal structures share the same protein heterodimer but have different
underlying DNA sequences. The core binding motifs are the Scr-preferred
core, A1GrA3T4TsAcA;Tg, and the Ubx-preferred core, T1G,A;T4Ts.
TeA;Tg. Next, we performed mutation simulations on the Arg3 and
His-12 residues in both structures, using sequences from the co-crystal
structures, to test the influence of His-12 protonation states. Single-residue
mutations of the Scr protein were generated using PyMol (34). Finally, to
assess the influence of His-12 on flanking sequences, we fixed the 5’ end
flanking sequences and selected the 3’ end flanking sequences (because
His-12 is closer to the 3’ end). We selected sequences with high, me-
dium-high, medium-low, low, and very-low binding affinities using data
from SELEX-seq experiments (35), as described in supporting material
section S-I and Fig. S1.

Simulation protocol

To fill in missing residues that are not present in the co-crystal structure,
such as those in the N-terminal linker region of the Scr protein and missing
residues in the Exd protein, we used AlphaFold2 (36) to build the initial
structures of the Exd and Scr homeodomains. We then aligned them to
the co-crystal structure of the Exd-Scr heterodimer bound to the Scr-
preferred site (PDB: 2R5Z). The resulting protein structures aligned well
with the co-crystal structure, with a root-mean-square deviation (RMSD)
of 2.53 A for all the protein heavy atoms and 1.09 A for the protein heavy
atoms of the homeodomains. The same Exd-Scr heterodimer is used for the
system with the Ubx-preferred site, with an RMSD of 3.22 A for all the pro-
tein heavy atoms when aligned to the co-crystal structure (PDB: 2R5Y) and
1.21 A for the protein heavy atoms of the homeodomains.

To construct the DNA used in the simulations of sequences from SELEX-
seq experiments, we generated DNA structures for the flanking sequences
with GC caps as shown in Table S1 using 3DNA (37). The DNA in the
co-crystal structure (PDB: 2R5Z) was trimmed to only contain the core
motif sequence. The 3DNA sequences were designed to contain extra
two basepairs that match the ends of the core motif sequence. These short
DNA flanks were then aligned and appended to the ends of the core motif
sequence in the co-crystal structure using the matching bases. The geometry
of the constructed DNA was refined and minimized using PHENIX (38)
with the geometry_minimization program. This was done to maintain the
same DNA shape in the core binding domain as the DNA from the co-crys-
tal structure. The same procedure was used for the system with the Ubx-
preferred site.

All simulations and subsequent analyses were performed using the
GROMACS 2020.3 software package on a GPU (NVIDIA Tesla A40/
100) with the AMBER f{f14SB (39) force field for the protein and the
Parmbscl (40) force field for the DNA. Protonation was added by using
the GROMACS 2020.3 pdb2gmx program. All complexes were solvated
by using the explicit TIP3P water model. The negative net charge of the
Exd-Hox-DNA complex was neutralized by adding Na™ and C1~ counter-
ions to reach a final NaCl concentration of 150 mM, which approximates
the physiological concentration. The GROMACS 2020.3 genion program
was used to distribute these counterions throughout the box. First, all sys-
tems were subjected to 2000 steps of steepest descent energy minimization
to distribute solvent molecules around the solute. Next, we performed three
rounds of NVT equilibration (constant number of particles, volume, and
temperature) at 10 ps each to gradually heat the system to 300 K, followed
by one round of NPT equilibration (constant number of particles, pressure,
and temperature) at 700 ps to equilibrate the pressure with v-rescale ther-
mostat and Parrinello-Rahman barostat: coupling constants 7t = 0.1 ps
and 7p = 1 ps, reference temperature 7. = 300 K, reference pressure
Pt = 1 bar. The production simulations for all systems were run for
300 ns in the isobaric-isothermal ensemble (P = 1 bar, T = 300 K). The
integration time step of 2 fs was used for all calculations. The Verlet cutoff
scheme was used for all calculations. Long-range electrostatic interactions
were computed using the particle-mesh Ewald method (41) with a 12 A
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cutoff. Nonbonded van der Waals interactions were calculated with a 12 A
cutoff. The LINCS (42) algorithm was employed to constrain all bonds.

Simulation convergence was assessed by counting structural clusters as a
function of time using the Gromos algorithm (43,44) implemented in
GROMACS (cluster package) (Fig. S2). Simulations show convergence af-
ter around 150 ns (supporting material section S-II).

‘We ran three replica simulations each for the wild type (WT), R3A, and
H-12A, using independent random seeds. The behavior discussed here is
consistent among the three replicas. The individual replica results can be
found in the provided Figshare link.

Biophysical calculations
His-12 protonation state prediction

We selected the PROPKA 3 (45,46), H++ (47), and DelPhiPKa (48)
methods for pK, prediction and reported calculated results for both the
Scr- and Ubx-preferred sites in supplemental tables in the provided Fig-
share link. We calculated the His-12 pK, for both the protein-only system
and the protein-DNA complex to examine the effect of DNA on the His-
12 protonation state.

Electrostatic surface potential calculation

Visualization of electrostatic surface potentials was generated with APBS
(49) using the PyMol-2.4.0 APBS plugin. Hydrogen atoms were added to
the protein-DNA structures using PDB2PQR (50). The electrostatic poten-
tial calculations were performed by solving the nonlinear Poisson-
Boltzmann equation at a temperature of 300 K, solute and solvent dielectric
constants of 4 and 80, respectively, and ion concentration of 150 mM. The
exclusion radius was set to 2 A.

Hydrogen bond calculation

Hydrogen bonds were calculated with the GROMACS 2020.3 hbond pack-
age. Hydrogen bonds were defined as a distance cutoff of 3.5 Aandan angle
cutoff of 120° between the donor and acceptor. All hydrogen bonds were
analyzed for the last 150 ns of simulations.

DNA shape calculation

DNA MGW values were calculated with Curves 5.3 (51) using MD snap-
shots obtained every 100 ps. MGW calculations were plotted for the last
150 ns of simulations.

Root-mean-square fluctuation calculation

The root-mean-square fluctuation (RMSF) values were calculated using the
GROMACS 2020.3 rmsf program. The RMSF was computed for the C,
atoms of the protein residues for the last 150 ns of the trajectory. A least-
squares superposition to the equilibrated structure (after NVT and NPT)
was performed before computing RMSF.

Molecular mechanics/Poisson-Boltzmann surface area
calculation

For each mutation simulation, a single trajectory approach was used for mo-
lecular mechanics/Poisson-Boltzmann surface area (MM/PBSA) calcula-
tion with g_mmpbsa (49,52). The energy components AEnw, AGpojar, and
AG apolar Of the protein-DNA complexes were calculated for 200 snapshots
extracted every 500 ps from the production trajectories from 150 to 300 ns.
AEyvwas calculated from van der Waals and electrostatics interactions
based on molecular mechanics force-field parameters (52). Dielectric con-
stants 4 and 6 were examined for this protein-DNA system based on
(53,54). To calculate AGpopar, @ box was generated using the extreme coor-
dinates of the molecular complex in each dimension. The box was then
expanded in each dimension by 3-fold to obtain a coarse-grid box
(cfac = 3). A finer grid box was then placed within the coarse grid box ex-
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tending 30 A (fadd = 30) from the complex’s extreme coordinates in each
direction. The ionic strength was set to 150 mM NaCl with radii of 0.95 A
for sodium ions and 1.81 A for chloride ions. The solvent dielectric constant
was 80. The solvent radius was 1.4 A. The temperature was set to 300 K.
The internal dielectric constant was set to the same value as the dielectric
constant when calculating AEyn. The value for the vacuum (vdie) dielec-
tric constants was set to 1. The nonlinear PB equation was solved using
APBS. The solvent-accessible surface area (SASA) nonpolar model was
used to calculate AGapolr Where the probe radius for SASA was 1.4 A,
and the surface tension (gamma) was set to 0.0226778 kJ/(mol A?).

RESULTS

Protonated His-12 enhances and stabilizes minor
groove harrowing

We assessed the His-12 protonation state by predicting the
pK.. In protein-only systems, the pK, values of His-12
were calculated to be 6.04, 4.45, and 5.89 using PROPKA
3, H++, and DelPhiPKa (see materials and methods),
showing that histidine was predominantly neutral. For pro-
tein-DNA systems with the Scr-preferred site, predicted
pK., values increased to 7.08, 9.41, and 6.92. Despite differ-
ences in predicted pK, values, His-12 proton uptake from
DNA binding was consistently observed across all three
methods, also observed in other studies (22—26). This result
underscores the importance of simulating both histidine pro-
tonation states.

Running an atomistic MD simulation of the 21-bp DNA
sequence (as in the co-crystal structure) in complex with
the Exd-Scr heterodimer (Fig. 1 A), we plotted DNA shape
for the Scr-preferred core sequence for both neutral and pro-
tonated His-12 states (Figs. | B and S3 A). Our MD simula-
tions essentially confirmed the double-minima “W” shape
profile for MGW of the Scr-preferred site (19). Protonation
of His-12 resulted in pronounced narrowing of the MGW at
the A, nucleotide, reflecting its impact on the second mini-
mum. Additionally, His-12 protonation reduced the fluctua-
tion of the Scr protein (Fig. S4 and supporting material
section S-IV), showing that His-12 protonation enhances
and stabilizes minor groove narrowing.

To further validate that protonation was responsible for
the effect on MGW, we performed and analyzed protonation
switch simulations. In brief, we extracted the last frame
from both the neutral and protonated simulations before
switching the His-12 protonation state. Next, we minimized
and equilibrated the system before resuming the simulation.
Our findings showed that changing the histidine protonation
state led to corresponding MGW profile adjustments. Spe-
cifically, the initially protonated system with a more prom-
inent second minimum transitioned into a somewhat neutral
DNA shape profile with a wider groove (Fig. | C, bottom).
By contrast, the initially neutral system with a less promi-
nent second minimum was switched to a protonated system
with a narrower groove (Fig. 1 C, top). Taken together, these
findings further confirm that protonation enhances narrow-
ing of the DNA minor groove. To investigate the mechanism
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Effect of protonation on Exd-Hox—DNA system. DNA sequence was derived from the co-crystal structure (PDB: 2R5Z). (A) Exd-Hox—-DNA

system. Inset: magnification of linker region where His-12 inserts into DNA minor groove. I indicates DNA strand 1, and II indicates DNA strand 2. (B) DNA
MGW shape profile. Blue and gray lines: systems with protonated and neutral His-12, respectively, averaged among three replicates. Blue and purple shaded
regions: first and second minima, respectively. Relative position of His-12 is marked. (C) MGW profiles with protonation switch. Upper panel: after reporting
the MGW profile for the neutral His-12 system (gray solid line) for replica 1, we switch to the protonated system and plot the MGW profile again (blue
dashed line). Lower panel: after reporting the MGW profile for the protonated His-12 system (blue solid line) for replica 1, we switch to the neutral system

and plot the MGW profile again (gray dashed line).

by which His-12 narrows the MGW, we calculated the dis-
tance between neighboring nucleotides (Tg and Tg) to His-
12 (Figs. 1 A and S5). We found that MGW was narrowed
by synchronized pinching from both backbone strands (sup-
porting material section S-V).

We further expanded our analysis to understand the influ-
ence of His-12 protonation on the stability of the whole pro-
tein-DNA complex based on its thermodynamics. The
binding free energy of a protein-DNA complex was previ-
ously correlated with binding stability (55). Therefore, we
used the MM/PBSA protocol (49,52) to calculate the bind-
ing energy of the systems with protonated and neutral His-
12 (supporting material section S-VI). The total binding en-
ergy of the system with protonated His-12 was lower than
that with neutral His-12 (Fig. S6, C and F). Based on a
decomposition of the binding free energy for each residue,
we found that protonated His-12 had a greater influence
on binding and was largely responsible for the lower free en-
ergy of that system (Fig. S6 B).

His-12 protonation-enhanced MGW narrowing had long-
range conformational effects on the Exd-Scr complex,
inducing side-chain rotation of two Exd residues, Arg5
and Lys61 (Figs. 2 A and S7; supporting material section
S-VII). This conformational change occurred because of
the rotation of « helices in the Exd protein, which was

driven by the change in His-12 protonation state (Fig. 2
B). Moreover, this long-range conformational change had
major effects on the interface electrostatics of the Exd-
Hox-DNA complex (Fig. 2, C and D). In the neutral state,
Arg5, residing in the « helices of the Exd protein, was
buried in the minor groove of the DNA. With His-12 proton-
ation, Arg5 moved outside the DNA minor groove toward
the protein surface, thereby increasing the surface charge
(Fig. 2 C). Similarly, the rotation of Lys61 created an addi-
tional positive surface patch (Fig. 2 D). Enhanced surface
charges can play a role in recruiting TFs (56). For Hox pro-
teins, enhanced surface charges can change protein-protein
interactions with chromatin-modifying enzymes, such as
CREB-binding protein (CBP) (57), thereby altering tran-
scription. These results highlight the significance of the
His-12 protonation state on the conformation of the Exd-
Scr—DNA complex.

Mutations of Arg3 or His-12 reveal the role of His-
12 in modulating minor groove shape

When either the His-12 or Arg3 residue is mutated to
alanine, the binding affinity of the mutated construct is
reduced, but the mutation does not affect the complex
with the Ubx-preferred sequence (19). Moreover, His-12
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FIGURE 2 Conformational differences of lysine and arginine residues as a result of His-12 protonation. (A) Exd-Scr heterodimer bound to DNA with Exd
shown in magenta and Scr shown in blue. Lys61, His-12, and Arg5 residues are shown in stick representation, with gray showing residues in the system with
neutral His-12 and blue and magenta showing residues in the system with protonated His-12. Arrows indicate positional differences between residues in
complex with neutral and protonated His-12. (B) Conformational changes in Exd « helices. Magenta and gray: Exd protein in the systems with protonated
and neutral His-12, respectively. (C) Comparison of surface electrostatics between neutral and protonated His-12 systems for replica 1. Inset: region showing
charge disparity as a result of Arg5 positioning. (D) Complexes are rotated 180° to the back, where Lys61 resides. Circle highlights difference in surface

charges and shows position of residues beneath the protein surface.

and Arg3 contribute differently to the target DNA binding
(19). Here, using MD simulations, we disentangle the mech-
anisms of each mutant, and we unravel the individual contri-
butions of these mutants to binding affinity. We ran 300-ns
MD simulations on 1) the WT system with DNA sequences
from PDB: 2R5Z (19), 2) a system in which Arg3 was
mutated to alanine (Scr®**), with both neutral and proton-
ated His-12, and 3) a system in which His-12 was mutated
to alanine (Scr™!124).

Comparing the average DNA shape profiles for these pro-
tein mutants to the WT system, we observed that proton-
ation of His-12 resulted ina =1 A and =1.2 A reduction
in MGW at the second minimum in the WT and Scr®** sys-
tems, respectively (Fig. 3, A and B), highlighting the role of
His-12 protonation in modulating the MGW. The fluctuation
of MGW is shown in Fig. S8. For the complete DNA
sequence MGW profile see Fig. S3, B and C.

Near the 5’ end, the DNA shape profile at the first mini-
mum diverged dramatically between the Scr®** and WT
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systems with neutral His-12 (Fig. 3 A), revealing the role
of Arg3 in controlling the MGW at a further distance with
its charged guanidinium group. Compared to the WT sys-
tem, the MGW at the 5 end was =1.3 A wider in the
ScrR3A system, whereas the His-12 mutation exhibited a
smaller groove widening (=0.4 A). Arg3 likely influences
the MGW at the 5’ end through electrostatic interactions,
whereas neutral His-12 has a smaller effect at long dis-
tances. The strong long-range groove-narrowing ability of
Arg3 can explain why mutating Arg3 results in a large
reduction in binding affinity compared to the His-12 muta-
tion in DNA-binding experiments (19). In contrast, the
groove-narrowing role of Arg3 at the 5’ end diminishes
when His-12 assumes a protonated state (Fig. 3 B), possibly
because the additional charge from His-12 protonation com-
pensates for the loss of charge in the Scr®** system, thereby
narrowing MGW at the 5" end.

To assess the structural impact of these mutations, we
plotted the RMSF for the mutated systems. Based on the
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FIGURE 3 DNA shape profiles for wild-type (WT) and mutated systems
with (A) neutral His-12 and (B) protonated His-12 averaged over three rep-
licas. Shaded region shows the double minima for the Scr-preferred binding
site. Blue and purple shaded regions indicate the first and second minima,
respectively.

results, the system with the His-12 mutation showed the
greatest fluctuation in the linker region (Fig. S9, C and E)
and the widest MGW distribution at the second minimum
(Fig. S9 A). This result serves as further evidence that
His-12 is crucial in stabilizing the linker region. Moreover,
the WT system had the fewest fluctuations (Fig. S9 C) and
the narrowest distribution of MGW at A5 (Fig. S9 A), con-
firming that both His-12 and Arg3 residues are important
for binding of the Scr protein to the Scr target site
(19,35). We further assessed the influence of Arg3 or
His-12 mutations on binding stability by calculating the
binding energy among protein mutants and WT. The WT
had the lowest binding energy among all systems, support-
ing our previous findings that both residues together
contribute to a more stable complex (supporting material
section S-VI).

Ubx exhibits a different preference for the
protonation state of His-12

The Scr-preferred site has a double-minimum DNA shape at
the core motif. In contrast, the preferred site of its posterior
homolog Ubx has a single-minimum DNA shape profile,

Histidine protonation in Hox-DNA readout

despite interacting with the same protein heterodimer. We
next investigated how protein-DNA interactions orchestrate
this preference, by performing 300-ns MD simulations on
the Exd-Scr heterodimer in complex with a DNA sequence
containing the Ubx-preferred site. Simulated systems
included Scr®*#, Scr™'?A, and WT (PDB: 2R5Y) (19)
with both histidine protonation states.

The MD simulation of the Ubx core motif revealed a
DNA MGW shape with a single minimum at the 5’ end, in
contrast to the double-minimum DNA shape profile of the
Scr core motif (Fig. 4 A). These different DNA shape obser-
vations for Ubx- versus Scr-preferred sites are in agreement
with data from co-crystal structures (19) and Monte Carlo-
based predictions of unbound target sites (8). Despite small
differences in DNA shape in the mutated systems with the
Ubx site, the His-12 or Arg3 mutation did not appear to alter
the fundamental single-minimum “V” shape in the core
motif region. For the fluctuation of MGW, see Fig. S10.
Additionally, the role of these residues in anchoring the
linker region was reduced because either mutation resulted
in a smaller RMSF change in the linker region compared
to the Scr-preferred site in all simulations (Fig. S9, D
and F). These differences suggest that His-12 and Arg3

Ubx Core Motif
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First Minimum
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Neutral His-12
MGW [A]
[e)]
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T
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FIGURE 4 DNA shape profiles for the wild-type (WT) and mutated sys-
tems with (A) neutral His-12 and (B) protonated His-12 averaged over three
replicas. Shaded region shows the locations of the double minima for the
Ubx-preferred motif. Blue and purple shaded regions indicate first and sec-
ond minima, respectively.
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are not as crucial for binding to the Ubx core motif as they
are for the Scr core motif. This difference is likely due to the
replacement of Ag in the Ubx core motif with the T¢ base,
which results in an elongated A-tract sequence and a more
rigid DNA region (Fig. S11 and supporting material section
S-IX). This rigidity cannot be overcome by the attraction of
protein residues to the DNA backbone, thus the minor
groove remains wide. However, similar to the effect on
the Scr core target site, protonation of His-12 can effectively
overcome this rigidity and narrow the DNA minor groove at
the second minimum of the Ubx core target site upon Exd-
Hox binding (Fig. 4 B).

Unlike Scr, the structure of Ubx is made more flexible
by the protonation of His-12 (Fig. S4). We observe that
the overall RMSF was much higher across the Ubx protein
chain (arrow in Fig. S9 D). In addition, the distribution of
the MGW at the A5 position was wider, exhibiting greater
fluctuation despite the groove-narrowing effect of the pro-
tonated His-12 (Fig. S9 B). The increased overall flexi-
bility of the Scr protein with the Ubx core motif reflects
the ability of the Scr protein to undergo conformational
fluctuations to accommodate the Ubx-preferred sequence
motif.

Using PROPKA 3, H++, and DelPhiPKa for His-12 in
complex with the Ubx-preferred site, we predicted pK, to
be 6.16, 5.75, and 6.77, respectively (see materials and
methods), indicating a higher likelihood for His-12 to be
neutral. When His-12 was neutral, the binding energy
was notably higher in WT systems with the Ubx core
motif than with the Scr core motif (Fig. S6, C and F).
While forcing protonation reduces binding energy for
the Ubx core, the calculated pK, values suggest that
His-12 is more likely to be neutral, resulting in a less sta-
ble system compared to the one with the Scr-preferred
site. Taken together, these results suggest that His-12
plays an important role in differentiating similar cognate
motifs across various homologs.

Flanking regions influence Exd-Hox—DNA binding
affinity by modulating DNA shape

Flanking sequences have been shown to influence the bind-
ing affinity for Exd-Hox-DNA complexes (14). To investi-
gate the influence of His-12 on flanking sequences with
different binding affinities, we constructed DNA sequences
with a hlgh—afﬁnlty Scr core mOtif, T1G2A3T4T5A6A7T8,
which is different from the core sequence present in the
co-crystal structure (Fig. 5 A). To focus on the role of His-
12 in the presence of different flanks, we only varied flanks
on the 3’ end of the DNA, which is where the Scr protein
linker interacts with the minor groove. Flanking sequences
with high, medium-high, medium-low, or low affinity, and
a sequence with long A-tract (very-low affinity), were cho-
sen from the SELEX-seq experiments (35) (see materials
and methods). We performed 300-ns MD simulations for
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each of the five different flanks with both protein hetero-
dimers and His-12 protonation states and their respective
unbound DNA targets.

Analyzing DNA shape for high- and low-affinity se-
quences, we identified the consensus shape in their
MGW profiles. High-affinity sequences displayed a more
prominent double-minimum “W” shape overall, with lower
MGW at the second minimum (Fig. 5, B and C, purple-
shaded regions). In contrast, low-affinity sequences had a
flatter consensus shape across the core motif when His-
12 was neutral (Fig. 5 B). Upon histidine protonation, the
DNA shape of low-affinity sequences was more signifi-
cantly affected at both the 3’ and 5 ends compared to
high-affinity sequences. To illustrate this difference, we
examined the MGW distribution at the second minimum
(A~) and identified large discrepancies in the groove-nar-
rowing effect of the His-12 protonation between high-
and low-affinity sequences (Fig. 5 D). Specifically,
His-12 protonation induced a more prominent groove nar-
rowing for low-affinity sequences, with a =1.5 A reduc-
tion in the mean MGW and a noticeable shift in its
distribution. In contrast, His-12 protonation had a minor
impact on high-affinity sequences, showing almost no
change in the distribution of the MGW at the second min-
imum. Because the high-affinity sequences already closely
matched the desired shape profile for Scr binding, proton-
ation had less of an effect on MGW. By contrast, the lower
affinity sequences exhibited more substantial MGW profile
changes upon His-12 protonation to attain a more stable
binding conformation. We further validated the groove-nar-
rowing effect of His-12 on low-affinity sequences by inves-
tigating the MGW fluctuation over the trajectory at the
second minimum (Fig. S12, A and B). The time-series
data confirmed that histidine protonation significantly
affected the DNA MGW of low-affinity sequences while
having minimal impact on high-affinity sequences (sup-
porting material section S-X).

It is possible that the Exd-Hox protein heterodimer not
only selects the depth of the MGW at the second minimum
but also the “shape” of the second minimum. To quantify
this shape, we calculated the MGW differences
between A, and the neighboring nucleotides (supporting
material section S-X). High-affinity sequences exhibited a
much narrower MGW at A, compared to the adjacent Ag
and Tg nucleotides, resulting in a more pronounced “V”
shape, unlike the low and medium-low sequences
(Fig. S12, C and D). We defined this aspect as a higher
AA; MGW, indicating a distinct narrowing of the MGW
at A;. This deepening of the “V” shape at the second
MGW minimum was more pronounced in high-affinity se-
quences than in lower-affinity sequences, indicating a sharp
MGW narrowing at A;. This result indicates that the MGW
of the DNA basepairs around the second minimum is
also important in differentiating high- and low-affinity
sequences.
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FIGURE 5 Effects of flanking sequences on DNA shape. (A) Sample sequence, highlighting flanks on the 5" and 3’ ends and the core motif used for Scr. (B
and C) DNA shape in core motif region for system with neutral (B) and protonated (C) His-12. Sequences with lower binding affinity (red dashed lines) and
higher affinity (blue solid lines) are marked by a red arrow for the relative position of His-12, purple-shaded region for the position of the second minimum,
and black arrow for the divergence in DNA shape at the 5" end. (D) Split violin plots showing MGW distribution at A; basepair for five flanking sequences,
with systems containing neutral His-12 (gray) or protonated His-12 (blue). (E) DNA MGW shape profile for unbound DNA target sites.

Interestingly, although the 5’ flanking sequence was the
same, the system with neutral His-12 deviated in MGW at
the 5’ end between high- and low-affinity sequences (black
arrow in Fig. 5 B). For low-affinity sequences, neutral His-
12 only influenced DNA shape at the second minimum but
failed to create the first minimum seen in the unbound DNA
(black arrow in Fig. 5, B and E). Protonation of His-12 re-
sulted in a first minimum for low-affinity sequences (black
arrow in Fig. 5 C). This result can be explained by the
charge difference between the two His-12 protonation
states. Protonated His-12 has an additional positive charge
that can impact the MGW at a farther distance through elec-
trostatic interaction. In addition, the strength of electrostatic
interaction is stronger, such that it can subdue the unfavor-
able DNA shape of low-affinity sequences and change it
to that of a preferred “W” shape.

Hydrogen bonds between the Exd-Hox linker and
DNA can determine binding affinity

We next investigated the molecular forces underlying differ-
ences between high- and low-affinity sequences. To under-
stand which residues are crucial in determining binding
affinity, we calculated the RMSF of the backbone heavy
atoms for all five sequences with both His-12 protonation
states (Fig. 6, A and B). We found a positive association be-
tween RMSF in the linker region and binding affinity among
the five sequences, showing the involvement of the linker re-
gion in determining the binding affinity between Scr and its
target DNA.

To gain deeper insights into the selection mechanism of
the linker region, we identified the hydrogen bonds that
the linker region forms with DNA during the simulation.
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FIGURE 6 Protein-DNA linker region hydrogen-bonding interactions for sequences with different binding affinities. (A and B) RMSF values of Scr with
neutral (A) and protonated (B) His-12 system. RMSF values are colored by affinity obtained for sequence by SELEX-seq (35), with blue and orange indi-
cating higher and lower binding affinity, respectively. Blue rectangle indicates the Scr linker region. (C and D) Bar plots show the distribution of hydrogen-
bond counts between linker region and DNA. The edges of boxes are defined as the 25" to 75" percentiles, the whiskers represent the minimum and
maximum values excluding the outliers, and the diamonds indicate outliers. (E—G) Visualizations of specificity-conferring hydrogen bonds in system
with neutral His-12. Hydrogen-bonding pairs are highlighted by dashed black lines with distances labeled in A. (H) Loss of specific hydrogen bonds in system
with protonated His-12 compared to system with neutral His-12 in (G). In (E)—(H), I indicates DNA strand 1, and II indicates DNA strand 2.

As binding affinity increased, the DNA formed a greater
number of hydrogen-bonding contacts with linker residues
(e.g., Arg3 and His-12) (Fig. 6, C and D). Additionally, a
greater number of significant hydrogen-bonding pairs
(with hydrogen bond occupancy >50%) were observed in
the neutral His-12 system compared to the protonated His-
12 system (Fig. S13).

It is widely acknowledged that hydrogen bonds can
convey specificity between protein residues and DNA
basepairs (58,59). Such specificity depends not only on
the total number of hydrogen-mediated bonds but also
on the spatial arrangement between donors and acceptors
(7,59). Bidentate hydrogen bonds, where donors and ac-
ceptors differ between two hydrogen bonds, form a unique
geometry that allows for the highest degree of readout
specificity (7). A reduced level of specificity is conferred
by bifurcated hydrogen bonds, wherein two hydrogen
bonds share the same donor atom. Single hydrogen bonds
convey a comparably lower level of specificity. A recent
study (60) showed that low-affinity sites are critical in
determining Hox-binding specificity, whereas high-affinity
sites do not confer specificity in the same way. Indeed, we
identified many bidentate and bifurcated hydrogen bonds
unique to low-affinity sequences (Fig. S13). Specific ex-
amples include: Arg3 forming a bidentate hydrogen
bond between its guanidinium group and the oxygen
atoms of the A;(I) and Tg(I) bases (Fig. 6 E); Arg5 form-
ing bifurcated hydrogen bonds with the oxygen atoms of
the Ts(I) base (Fig. 6 F); and neutral His-12 forming intri-
cate hydrogen bonds contacting the Tg(Il), Ag(II), and
A,(II) bases (Fig. 6 G) (I and II indicate the two DNA
strands). These residues form hydrogen bonds that specif-
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ically recognize bases within the core motif, conveying
specificity in the presence of neutral His-12. However,
with His-12 protonation, some specificity-conferring
hydrogen bonds are lost. For instance, protonated His-12
no longer contacts the Tg(II) and A;(II) bases due to its
slight shift toward the phosphate group of the minor
groove backbone (Fig. 6 H). Although His-12 protonation
increases binding affinity (Fig. S6), it does not elevate
specificity. Similar losses of specific hydrogen bonds
were observed in the bifurcated hydrogen bonds made be-
tween Thr-9 and Ser-8 residues when His-12 was proton-
ated (Fig. S13). We conclude that hydrogen bonding likely
serves as a key mechanism by which Hox proteins deter-
mine binding specificity.

DISCUSSION

Due to its unique pK,, histidine is a notable residue in pro-
tein-DNA interactions. It plays an essential role in protein-
DNA recognition. Our study underscores the importance of
considering the histidine protonation state at the protein-
DNA binding interface. We showed that different histidine
protonation states alter electrostatic interactions and
hydrogen-bonding patterns in the Exd-Scr—-DNA complex.
Through these molecular interactions, histidine aids in
differentiating the Scr versus Ubx Hox homologs, shedding
light on Hox gene specificity. Our approach can likely
extend to other TF-DNA complexes, such as the early
growth response 1 (EGR1) (61) or zinc finger protein fam-
ilies (62), to elucidate the interaction dynamics between
DNA and histidine at the binding interface that gives rise
to specific binding across homologs.



Although SELEX-seq experiments provide high-
throughput insights into the flanking sequence preference
for TF-DNA complexes, it remains challenging to decipher
the mechanisms underlying the observed binding affinity.
Structural studies on these complexes are essential for un-
derstanding these intricate systems. Our approach uncovers
molecular mechanisms to achieve differential binding affin-
ity. Specifically, although the flanking sequences of the Exd-
Hox heterodimer seem to have little in common among low-
or high-affinity sequences, we identified a consistent MGW
profile among flanking sequences of high-affinity se-
quences, which differed from the consensus shape profile
of the low-affinity sequences. This DNA shape profile
distinction can be key to explaining the difference in bind-
ing affinity.

Furthermore, our approach delves deep into the rela-
tionship between binding specificity and affinity within
the Exd-Hox-DNA complex. Through MD simulations
of SELEX-seq derived sequences, we observed that pro-
tonation of histidine enhanced binding affinity (Fig. S6)
but reduced the number of specificity-conferring hydrogen
bonds (Figs. 6 and S13), which could be correlated
with decreased binding specificity in low-affinity se-
quences. Previous research has also emphasized the signif-
icance and functional relevance of low-affinity binding
sites in their interactions with Hox proteins (60,63). Our
analysis pinpointed specific hydrogen-bond pairs between
low-affinity DNA sequences and Scr protein, shedding
light on the potential mechanism behind their specificity.
Given the crucial role of histidine in TF-DNA binding un-
covered in this study, our approach can be extended to
investigate the binding mechanisms in other Hox co-factor
systems.

Our simulation protocol can also be adapted for various
TF-DNA complexes using binding affinity data from exper-
imental methods such as SELEX-seq, high-throughput
SELEX (64), or genomic-context protein-binding microar-
rays (6). We can uncover detailed structural mechanisms
to understand the binding specificity and affinity of many
TF-DNA complexes that, despite being in the same family,
carry out different genomic functions. Coupled with DNA
shape analysis, our approach helps uncover how proteins
achieve sequence and shape recognition. Many proteins uti-
lize different readout mechanisms for DNA targets, raising
questions about the preference for base or shape readout
(7,65-67). Our simulation protocol offers an avenue to
explore shape recognition. For instance, in our analysis of
DNA readout by Hox proteins, we identified two distinct
consensus shape profiles associated with high- or low-affin-
ity flanking sequences. Despite seemingly arbitrary
sequence compositions, these shape profiles showcase the
Scr protein’s ability to fine-tune its target site through
DNA shape. Our MD simulation protocol can also extend
to larger Hox systems such as the Homothorax-Exd-Hox
complex (68).

Histidine protonation in Hox-DNA readout

CONCLUSION

We revealed the significance of the His-12 residue and its
protonation state in the Scr Hox protein. Our findings indi-
cate that His-12 plays a crucial role in the interaction be-
tween the linker region of the Hox protein and DNA
targets by regulating the MGW shape profile, which is
essential for the specificity of Hox binding. The uniqueness
of His-12 lies in its ability to adopt two protonation states at
biological pH. Our MD simulations demonstrated that the
differences in behavior between the two protonation states
of His-12 can not only account for its preference toward
different core motifs but also provide insights into its pref-
erence for different DNA targets of high and low affinity.

DATA AND CODE AVAILABILITY

Simulation protocols, binding free energy input files, and
additional supplemental information can be found at
and retrieved from https://doi.org/10.6084/m9.figshare.
22695778.v7. The available README file describes the us-
age of each input file and the order in which each input file
was used.

SUPPORTING MATERIAL

Supporting material can be found online at https://doi.org/10.1016/j.bpj.
2023.12.013.
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